A new generic method to extract stoichiometric and dynamic information from the exit-wave for thin sample
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It has become a standard method in high-resolution transmission electron microscopy (HTREM) to record focal image series to reconstruct the exit-wave of a sample (1,2,3,4,7,8). Because the exit-wave contains the most informative fingerprint of the atomic structure, it becomes utmost important to relate all this information to the atomic structure of the object in a quantitative way with the highest precision. For this purpose, a simple analytical model is needed for the exit-wave to enable model-based fitting with the experimental exit-wave. Specifically, such a model must include the dynamical electron interaction within the sample with a minimal number of parameters and must be valid up to a realistic sample thickness. Herein, we present a new model applicable to samples in a zone-axis orientation. Hereby, electrons are trapped in the atomic columns parallel to the viewing direction. The corresponding exit-wave of an atomic column reveals the projected position of the column as well as a fingerprint of the mass-thickness of the column. Based on the channeling theory (5), an analytical model is derived for the exit-wave of an atom column including also atomic vibrations and the microscopic aberrations (9). As a result, the analytical approach becomes very robust and still simple to implement. Specifically, the channeling theory (5, 6) describes how the electron is trapped in an atomic column parallel to the electron beam. In case of a plane wave incident beam, (5) shows that, for up to third order in the mass-thickness, the imaginary part of the exit wave is given by \( \text{Im} (\Psi (r, t)) = \sigma V_p (r) \) with \( r \) the vector in the 2D plane orthogonal to the electron beam direction, \( t \) the thickness of the sample, \( V_p (r) \) the projected electrostatic potential of the atom column (in units eV·Å), \( \sigma = \pi / (\lambda E) \) the interaction constant and \( E \) the primary energy of the electron and \( \lambda \) the electron wavelength. The new model extends beyond methods that only analyze the exit-wave peak values (9). Instead \( \text{Im} (\Psi (r, t)) \) is integrated numerically over \( r \) simply by adding the imaginary pixel values, which, by dividing by \( \sigma \), corresponds to the projected 3D electrostatic atom potential and is referred to as \( V = \int (V_p (r)) \, dr \) (in units of eV·Å³). Using the Yukawa model, the 3D atom potential of an atom becomes \( V = kZ e^2 a^2 \). As a result, \( \text{Im} (\Psi (r, t)) = kZ e^2 a^2 V_p (r) = \alpha Z a^2 V_p (r) \) where the constant \( \alpha = ke^2 \) is the same for all atoms and \( V_p (r) \) is a normalized atom-column-peaked function with \( \int V_p (r) \, dr = 1 \). Furthermore, this linear approximation of \( \text{Im} (\Psi (r, t)) \) is valid up to a phase change of about 0.75 rad with an error of about 7% limiting the validity of the method to a column with a total Z < 200 (5,9). Thus, for an image resolution sufficient to resolve neighboring columns, the linear term \( \alpha Z a^2 V_p (r) \) provides information of the 2D position of the atom column and the parameter \( \alpha Z \) that can be fitted (“refined”) as independent parameters. An important advantage of this linear interaction model is that the remaining coherent and incoherent aberrations in the exit-wave as well as the thermal vibration of the atoms can be described by convolutions in real space (6). While these effects redistribute the exit-wave over a larger area, and reduce the exit-wave peak values, the detailed blurring functions are not needed since the blurring do not affect the sum of the pixel values, which makes the method very robust. The method is employed to analyze experimental exit-waves of a two-dimensional Co-Mo-S nanoparticle (Fig. 1a). The reconstructed exit-wave \( \Psi (r, t) \) is first normalized (“flatfielded”) to the vacuum wave \( \Psi V (r) \) yielding \( \Psi N (r) = (\Psi (r, t) - \Psi V (r)) / \Psi V (r) = i \alpha Z a^2 V (r) \). The exit-wave is also corrected for the distance between the exit-face of a column and the plane of the reconstructed exit-wave for each atomic column. As shown in (4,8), this distance can be determined with sub-Angstrom precision. For the resulting exit-wave, summation over all the pixel values of each exit-wave column should in principle result in one parameter \( \int \text{Im} (\Psi N (r)) \, dr = \alpha Z a^2 \), which can be quite accurate even in case of...
a low number of imaging electrons. In order to determine \( Z_a^2 \), the calibration factor \( \alpha \) must be determined. If case of single-atom-sensitivity, the measured values \( \alpha Z_a^2 \) can be plotted for all columns of the sample in one histogram and peaks at the discrete values of \( Z_a^2 \) can be assigned based on e.g. pre-knowledge on the constituent atoms in the sample (9). In practice, however, the atomic columns may be blurred to an extend such that the peaks of neighboring columns overlap and the pixels cannot unambiguously be assigned specific columns. In this case, the atom column shape can be modelled by e.g. a Gaussian function with radius \( R \). This extra parameter \( R \) can be determined from the pixels in the non-overlapping area and the integral under this peak can be calculated analytically. With this new approach, we analyzed the complex 3D stoichiometry and beam-stimulated dynamics of a Co-Mo-S nanocrystal at the level of single atoms (9). For quantification of mass Fig. 2(a) shows histogram of \( V = \int \text{Im}(\Psi N(r)) \, dr \) for the respective columns of S(2 atoms), Co(1 atom) and Mo (1 atom), and fig. 2(b) shows \( V/a^2 \) as function of \( Z \) showing the linear relationship. Fig. 1b shows the reconstructed tomogram from analysis of Fig. 1a.

Figure 1. Fig. 1(a) A typical focal series TEM image recorded at low dose (94 e/Å2.sec) (b) the phase image of reconstructed exit wave function (c) the reconstructed tomogram using the method described in this paper.

Figure 2. Figure 2 left: Histogram of \( V = \int \text{Im}(\Psi N(r)) \, dr \) for the respective columns of S(2 atoms), Co(1 atom) and Mo (1 atom).. Figure 2 right: \( V/a^2 \) as function of \( Z \) showing the linear relationship. This result is consistent for 5 successive exit waves obtained with increasing total electron dose. Typical values for the atom radius \( a \) are 145, 135 and 100 pm, respectively, for Mo, Co and S.
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